
Intuition: The probability flow ODE defines a one-to-one 
mapping between noise and data. Consistency models 
learn to estimate this mapping.

Definition:

Parameterization: Need to satisfy the boundary 
condition at 𝑡 = 0.

Sampling: one-step or multi-step.

Training:
• Consistency Distillation (CD)

• Consistency Training (CT), valid when 

• Continuous-Time Consistency Training

Properties: 
• These loss functions only provide gradients; their values 

are not useful for model comparison.
• Analogous to temporal difference learning in RL and 

bootstrap your own latents in unsupervised learning.

Standard SDE formulation:

Probability flow ODE:

Estimating the score function:

Sample generation:

• Numerical SDE solvers
• Numerical ODE solvers
• Score-based MCMC (predictor-corrector)
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Consistency Models

• We introduce consistency 
models, a new family of 
generative models optimized 
for producing high-quality 
samples efficiently.

• Consistency models support 
fast one-step generation, offer 
quality enhancement via multi-
step generation, and allow 
flexible zero-shot image editing 
without model re-training.

• Training can be performed 
through distillation from pre-
trained diffusion models or 
directly from data as 
standalone generative models.

• In the context of diffusion 
distillation, consistency models 
produce state-of-the-art one-
step samples.

• As standalone generative 
models, consistency models 
outperform other single-step, 
non-adversarial generative 
models as well as many GANs.
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All sampling methods listed 
above demand repeated 
score network evaluations

Generation is SLOW!
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Zero-shot image editing with consistency models


