
Root cause of instability: ill-conditioned w.r.t. time
For a network parameterized by :

TrigFlow diffusion parameterization:

• Unify flow matching and EDM parameterization.

• Diffusion process:

• PF-ODE:

• Consistency models:

Positional embedding (small Fourier scales):

Adaptive double normalization layer:
• AdaGN / AdaLN: 𝒚 = norm 𝒙 ⊙ 𝒔 𝑡 + 𝒃(𝑡)
• AdaDN: 𝒚 = norm 𝒙 ⊙ pnorm(𝒔 𝑡 ) + pnorm(𝒃 𝑡 )

• Motivation: normalize features of both 𝒙 and 𝑡
• pnorm(⋅) is pixel normalization (Karras, 2017)

Tangent normalization:
• Normalize the tangent by

Adaptive weighting function:
Based on a simple observation of an equivalence:

We can adaptively learn a weighting function for MSE loss
(Karras et al., 2024; Sener & Koltun, 2018):

Intuition: score-based diffusion models define a one-to-

one mapping between noise and data through the 

probability flow ODE. Consistency models learn to 

estimate this mapping directly.

Definition:

Parameterization: Need to meet the boundary 

condition at 𝑡 = 0.

Sampling: one-step or multi-step.

Training:
• Discrete-time objective:

• Needs dedicated time schedule annealing for Δ𝑡.
• Needs ODE solvers.

• Continuous-time objective:

• Limit of with .

• No discretization errors.
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Simplifying, Stabilizing & Scaling Continuous-Time Consistency Models

• Consistency models can 

produce high quality samples in 

one step. They are typically 

trained with discrete timesteps,

which requires additional time

schedules and is susceptible to

discretization errors. Though

continuous-time formulations

can mitigate these issues,

current training methods are

oftentimes unstable.

• We propose a simplified

theoretical framework that

unifies previous

parameterizations of diffusion

models and consistency models,

identifying the root causes of

instability. We also introduce

key improvements in diffusion

process parameterization,

network architecture, and

training objectives.

• These techniques enable us to

train continuous-time

consistency models at an

unprecedented scale, reaching

1.5B parameters on ImageNet

512x512 with FID scores of

1.88 for 2-step sampling.

• Training converges quickly (< 20% teacher diffusion training

compute).

• Competitive with diffusion models and GANs.

• Balanced precision and diversity; no mode collapse.

sCD scales proportionately with teacher diffusion.

Sample quality vs. effective sampling compute

On ImageNet 512x512:

ImageNet 512x512 samples (2-step FID of 1.88)
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