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PixelDefend: Leveraging Generative Models to Understand and Defend 
against Adversarial Examples

State-of-the-art classifiers can be fooled by adding       
quasi-imperceptible noise.

• We show that generative 
models can be used for 
detecting adversarially 
perturbed images and observe 
that most adversarial examples 
lie in low probability regions.

• We introduce a novel family of 
methods for defending against 
adversarial attacks based on 
the idea of purification.

• We show that a defensive 
technique from this family, 
PixelDefend, can achieve state-
of-the-art results on a large 
number of attacking 
techniques, improving the 
accuracy against the strongest 
adversary on the CIFAR-10 
dataset from 32% to 70%.

Figure 1: Various attacks of an image from CIFAR-10.
The text above shows the attacking methods while the 
text below shows the predicted labels (of a ResNet).

NEURAL DENSITY MODELS
PixelCNN a convolutional neural network that factorizes 
𝑝(𝑋) using	the	product	rule

	𝑝 𝑋 = 	5𝑝 𝑥7 𝑥8:(7:8))
;

7<8

,

where the pixel dependencies are in raster scan order.

Figure 3: Sampled images for Fashion-MNIST 
and CIFAR-10. Above red line are real images. 
Below read line are PixelCNN samples.

Figure 2: PixelCNN. 

Observation: The PixelCNN density of an adversarial 
example is usually significantly lower than that of an 
clean example. Therefore, 𝑝(𝑋) can be used as a test 
statistic to detect adversarial examples.

Statistical test: Given an input 𝑋>~	𝑞(𝑋) and training 
images 𝑋8, 𝑋A,⋯ , 𝑋C	~	𝑝D 𝑋 . The null hypothesis is 
𝐻F: 𝑝D 𝑋 = 𝑞(𝑋) while the alternative is 𝐻8: 𝑝D 𝑋 ≠ 𝑞(𝑋). 
The p-value is computed as 

p−value = 	
1

𝑁 + 1
N𝕀
C

7<8

𝑝 𝑋7 ≤ 𝑝 𝑋> + 1 

Figure 5: Distributions of p-values for different attacks.

Intuition: The harm of adversarial examples might be reduced if 
they can be modified to have higher likelihood.

Figure 4: (Left) Likelihoods of different adversarial 
examples. (Right) ROC curves for detecting various 
attacks.

Figure 6: Adversarial images (left) and purified images 
after PixelDefend (right).


